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Localization Model of Synthesized Sound Image Using Precedence

Effect in Sound Field Reproduction Based on Wave Field Synthesis

Toshiyuki KIMURA @, Yoko YAMAKATA ¥, Michiaki KATSUMOTO T, and Kazuhiko KAKEHI 7, Members

SUMMARY  Although it is very important to conduct listening tests ~ should be placed at intervals of less than half the wavelength
when constructing a practical sound field reproduction system based ontg reproduce physical wave fronts. However, since listen-
wave field synthesis, listening tests are very expensive. A localization ing tests showed that the number of microphones and loud-

model of synthesized sound images that predicts the results of listening K duci listi . b d
tests is proposed. This model reduces the costs ofconstructingareproduc—Spea ers reproducing realistic sensations can be reduce

tion system because it makes it possible to omit the listening tests. The[6], [7], it has been possible to construct practical systems
proposed model uses the precedenéect and predicts the direction of  if listening tests are done.
synthesized sound images based on the inter-aural tififegetice. A com- However Iistening tests are expensive because they

parison of the results predicted by the proposed model and the localized .
results of listening tests shows that the model accurately predicts the Iocal-rnUSt be done for each mlcrOphone and IOUdSpeaker array

ized results. shape required by the application. If the results of listen-
key words: Sound field reproduction, Wave field synthesis, Localization ing tests can be predicted based on the position of micro-
model, Precedenceffect, Inter-aural time dfference phones and loudspeakers, fewer tests will need to be done
The number of microphones and loudspeakers reproducing
1. Introduction directional perception was more than that of microphones

and loudspeakers reproducing spatial impression when the

Sound field reproduction techniques were recently devel-jistening tests are done for each realistic sensation param-
0p6d for acoustic scene reproduction. If these tEChniQUESeter [6], [7] (directiona| perception7 distant perception and
are practically applied, people inftérent places can ex-  spatial impression [8]). Thus, it is important to construct a
perience conferencing as though they are in the same contocalization model that predicts localized results of listening
ference room (teleconferencing system) and play music asests.
though they are in the same concert hall (tele-ensemble sys-  |n conventional localization models [9]-[12], a direc-
tem). Since these systems produce more realistic sensationgon is predicted based on the inter-aural tim&atence
than conventional systems (TV phone and 5.1 ch audio), (ITD) calculated from the input binaural signals. The ITD
telecommunication will be more useful and commonly used is also used as the estimation criterion of directions in this
in society as a whole if these systems are applied. paper. The precedencéect [13] must also be introduced

Wave field synthesis [1]-[3] is a sound field reproduc- to the localization model because perception of direction is
tion technique that synthesizes wave fronts based on Huy-biased by the precedencfest when there are only a few
gens’ principle. This technique picks up original sound us- microphones and loudspeakers [6], [7].
ing a microphone array in a control area and then reproduces However, Lindemann’s model [10], [11], which intro-
itin a listening area using a loudspeaker array. The arraysduces the precedencéezt to the localization model, does
are placed at the boundaries of their respective areas. Theot use the acoustic transfer function between loudspeak-
positions of the microphones and the loudspeakers are thesrs and listener’s ears because this model assumes that th
same with regard to their respective areas. This techniquéiistener is listening to a sound by headphones. Kurozumi
enables multiple listeners to move about in a listening areaet al’s model [12], in contrast, takes account of the acous-
or to turn their heads and still hear the same sound. Conventic transfer function between two loudspeakers and the lis-
tional sound field reproduction techniques, such as binauraliener’s ears in the localization model but does not take ac-
[4] and transaural [5], cannot do this. count of the precedencdfect. Thus, no localization model

Until recently it was impossible to construct a practi- that uses both the acoustic transfer function and the prece-
cal wave field synthesis system. This is because, accordingjence &ect has yet been proposed.

to spatial sampling theorem, microphones and loudspeakers e propose a localization model that uses the acoustic
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Fig.1 Synthesis of channel signals and binaural signals in the localiza- M
tion model. = Z DimDisasars(t - Tir),
i=1

whereT;. =t + ti, Tir = tj + tir, andDjs is the directivity

of theith loudspeaker. The sound radiates toward the inside
effectiveness of the proposed model is discussed. of the listening area based @ [14].

The ITD is calculated from binaural signals. However,

2. Algorithm for Localization Model the precedencefliect isn’t introduced iny (t) and yg(t).

Thus, it needs to modify the binaural signals in order to
introduce the precedencdtect as in Lindemann’s model

An original sound field is a free field where there is no re- [10],[11]. The modified binaural signalg! (t) and y.(t)
flection sound, since only a direct sound from sound sources, .o aenoted as follows t RV

that mainly contributes to directional perceptiodd mi-
crophones are placed at the boundary of a control area, as M

shown in the left side of Fig. 1. The room impulse response y () = Z PiDis{hi (t) = xi (1)}
from the sound source to théh microphoneg;(t), is de- i=
noted as follows,

=

piDimDisaya st — TiL),

=

]
=

gi(t) = as(t-t) (i=1.M), 1) ' (5)
wherea;(= 1/d;) andt;(= d;/c) are the amplitude and the de- yR(0) = ; PiDis{hir(t) X (1))
lay depending on distanak between the sound source and KA
theith microphoneg is sound velocitys(t) is Dirac’s delta _ D D.aa T
function, andM is the total number of microphones. When ; PiDimDisaiars(t - Tix).
the source signal is denoted g8%), Xi(t) (channel signals _ _ _
recorded by théth microphone) is denoted as follows, wherep; is the precedencdlect codiicient of theith loud-

speakerp; is defined as follows,

Xi(t) = Dimigi(t) * s(t)} = Dima S(t — ti), 2 pi = expla(tmin — ti — ti,)}’ ©

wheres is the convolution. The sound from the outside of tmin = Min(t; + 1),

the control area is only recorded based®f (the directiv- L : .
ity of theith micr0phor)1/e) [14]. ( wheret(= d//c) is the delay depending on distandebe-
In the reproduced sound fieldyl loudspeakers are tween theth loudspeaker and the listening position and

placed at the boundary of a listening area, as shown in theis the arrival time of the shortest path from the sound source
’ to the listening position. Since other arrival times are always

right side of Fig. 1. Loudspeakers and microphones are con-
g g b b longer thartmin, pi is weighted based on those delays so that

figured in the same way. As in Kurozumi et al.'s model [12], heith loud Ker d . " he directional
the head-related impulse response (HRIR) fromtiéoud- t e|t_ oudspeaker °eSf?t°°”t” .Ute tothe |rec_t|on_a per-
ception.a(> 0) is appropriately defined for the weighting.

speaker to the listener’s left and right edss(t) andhir(t), The inter-aural correlation function calculated from

are approximated as follows, i . .
PP binaural signalsik(r), is denoted as follows,

hiL(t) = aiLo(t - ti), 3) R(7) = E{y| (Dyk(t — 1)}
hir(t) = ard(t - tir), M M
| o = Z Z pi P;DimDjmDisDjsaajaiL ajr (7)
wherea;(r) andtirgL) are the amplitude and the initial delay i=1 j=1

between theth loudspeaker qnd the listener’s left anq right E{s(t - To)s(t - Tr = 7)}.

ears. According to channel signals and HRIRs, the binaural

signals of the left and right eang, (t) andyg(t), are denoted  Therefore, the contour of the inter-aural correlation func-
as follows, tion depends on the statistical property of the source signal.



KIMURA et al.: LOCALIZATION MODEL OF SYNTHESIZED SOUND IMAGE

Directional Sensitivity
of Microphone

x,-(l‘):

s(2):

Source Signal

Fig. 2
[71.

Synthesis of channel signals in construction of localization model

3
positions are denoted as follows,
(0,0) (Center)
(0.50) (Front)
Ax, A)) = 12
(A 4)) (-0.5,0) (Behind)’ (12)
(0,0.5) (Lateral)

where the units are meters. latbe the distance between the
sound source and the listening position. Then, distahce
between the sound source and ttemicrophone is denoted

as follows,

d = Jd2+ dz,
dy = dcosg + Ax — rcost;,
d, = dsing + A, —rsing;,

(13)

whereg is the azimuth angle of the sound source in the lis-

The only necessary information in the inter-aural correlation ©€NiNg position and; is the azimuth angle of thiéh micro-
function is the peak time because, for our purposes, the ITDPNONe, as shown in Fig. 2. Frod) and Eq. (2).x(t) is

is the important information for the model. If the source sig-

nal has no auto-correlation property, such as a white noise,

to emphasize the peak, Eq. (7) is calculated as follows,

M
Z Pij DijAijo (T — Tij),

=1

R(r) = (8)

M
i=1
wherePj; = pipj, Dij = DimDjmDisDjs, Aij = aajaLajR,
andTij = Ti - Tir = (& — t;) + (tiL — tjr). SinceM? peaks,
which have the amplitude d%; D;; A, arise in the position
of Tjj, as in Kurozumi et al.'s model [12], thefective ITD
7 is calculated as follows,

S 3 Py Dy Ay Ty
TE = .
S 3 Pij Dig A

If the relation between perceived directiprand ITD 7 is
denoted as follows,

7= f(4).

the predicted direction of the synthesized sound image
calculated fronrg as follows,

(9)

(10

¢ = f(1e)
—f1 PRI PiiDiinjTii) (11)
S M PyDy Ay )

3. Settings of Model Parameters
3.1 Synthesis of Channel Signals

To compare the localized results of listening tests [6], [7],
four listening positions (center, front, behind, and lateral)
were placed in a circular control area with a radius of two
meters, as shown in Fig. 2. L&k andA, be the moving

distance toward the front and left lateral direction from the

calculated as follows,
d-r di
xi(t) = DlmTiS(t = E),

wherec (=340 nys) is sound velocityDjy, is directivity of
shotgun microphones [14], as shown in the following equa-
tion,

D, )€0Stm ([fim| < 90°)
m — )
0 (16iml > 90°)

(14)

(15)

wherefi, is the angle of incidence of the sound source in

theith microphone, as shown in Fig. 2. Thug,andt; in

Eqg. (1) are denoted as follows,
d-r _ ﬂ

- t;

d; ’ Cc (16)

3.2 Measurement of Head-Related Impulse Response

The amplitude and the initial delay of HRIRs;(jr) and
tiLgr)) in Eg. (3) must be estimated from measured HRIRs
to construct the localization model. The following is the
procedure for measuring HRIRs.

In a low-reverberant room, 24 loudspeakers (Emic:
Soundevice) were placed in the circle with a radius of 2 m
at intervals of 15 and a head and torso simulator (HATS)
was placed in the center of the circle. The ears of the HATS
were at the same height as the loudspeakers. The azimutt
angle of the loudspeakers were -1685C, ..., ¢, 17, ...,
165, and 180. Note that 0 is the azimuth angle of the
front direction of HATS. HRIRs were measured by playing
a time stretched pulse (TSP) signal [15] from each loud-
speaker. The sampling frequency and duration of the TSP
were 48 kHz and 65536 samples, respectively. To reduce
the room reverberationfiect, measured HRIRs in the ini-
tial 440 samples, where the direct sound from loudspeakers

center of the circle. Then, the coordinates of four listening comes only to HATS, were truncated.



IEICE TRANS. FUNDAMENTALS, VOL.Exx—??, NO.xx XXXX 200x

4

T o i o Estimated results are shown as the solid and dashed lines ir

04 /’ X 12 93 the lower left panel of Fig. 3. We think that initial delays
Zo (2) z 4 7 R are estimated with satisfactory accuracy because the mear
.02 S square error between calculated results and estimated result

0.4 A F{y I is 0.043 ms.

0.6 i 6 S

2'2180-135 90 45 0 45 90 135180 -22180-135 90 -45 0 45 90 135180 3.4 Estimation of ILD and Amplitude
B Py — o AA 6 " ‘A'A\. N _ _ _ _
£ SRR R Since the inter-aural levelfierence (ILD) contributes to the
55(,; S A N 2 g 5 perceived direction of sound sources in full band frequen-
ERTT ) RE oIy gt cies [4], ILDs and amplitudes are estimated from measured
E W ot SO0 <:}g %) HRIRs that are not processed by filters. Amplitude of the

1

56 - ears §_ andap) is the average power of measured HRIRs

Ot Andle Leammas] e Anele Lacgrns) of the ears. The unit of amplitude is dB and refers to the
amplitude at 0 direction. ILDsAa r(= & /aRr) were cal-
culated from amplitudes of both ears. Calculated results are
shown in the upper right panel of Fig. 3 as circles. ILDs are
estimated from calculated results as follows,

Fig.3 Calculated and estimated HRIR parameter results.

3.3 Estimation of ITD and Initial Delay ;

Aar(O)IdB] = ) Qisingeti, (21)

Since the ITD contributes to the directional perception of e

sound sources at frequencies of less than 1.6 kHz [4], ITDs
and initial delays are estimated from measured HRIRs, wheregx andQy are parameters denoted as follows,
which are processed by a low-pass filter of 1.6 kHz. ITD

At r(= ti. — tir) is the peak time of the inter-aural correla- {k} =1,2,4,5,7,9,11,

tion function calculated from measured HRIRS, as shown in {Qu} = 16.06,1.64,0.70, -1.36,0.88,-0.70,0.37.

the following equation, (22)
Atir = arg max(hy (Ohi(t - 7)), (17)  Estimated results are shown in the upper right panel of Fig.

3 at the solid line. We think that the ILDs are estimated
wherehy, (t) andhi.(t) are measured HRIRs from the loud-  ith satisfactory accuracy because the mean square error be
speaker of); azimuth angle to both ears. Calculated results yween calculated results and estimated results is 1.035 dB.
on the circle. ITDsAt, g are estimated from the calculated ight panel of Fig. 3 as circles and triangles, respectively.

resulsas olows Theay andar are estimated from the calculated results as
At r(6)[ms] = —0.64 sing;. (18) follows,

Estimated results are shown as the solid line in the upper 20 |0910d% +5.99sin@%6)

left panel of Fig. 3. We think that the ITDs are estimated , 6 > 0)

with satisfactory accuracy because the mean square error be- a(d, 6)[dB] = 2 _ (180 o )
; ) 20log;p5 — 5.99sin( 5 6)

tween calculated results and estimated results is 0.046 ms.

Initial delays € andtr) are the times when the initial +Aair(%) (6 < 0°)
peak comes in the waveform of measured HRIRs, which are ar(d/, 6,)[dB] = ay_(d/, -6)).
processed by the low-pass filter. Calculated resultd;for (23)

andtig are shown in the lower left panel of Fig. 3 as circles
and triangles, respectively. Theandtr are estimated from  Estimated results are shown in the lower right panel of Fig.

calculated results as follows, 3 as the solid and dashed lines. We think that amplitudes
1000 _ are estimated with satisfactory accuracy because the mear
—— —0.165sing; (6; > 0°) square error between calculated and estimated results is
’ 100Qd! .
ti(df, é)[ms] = { —— + 0.16 sinG, *(19) 0.676 dB.

+ At r(6) (6 < 0°)
tiR(di” gl)[msl = tiL(di/’ _Gi)7

3.5 Prediction of Direction

From Eqg. (18), the relation between ITBsand perceived

whered; is calculated from Fig. 2 as follows, directionss is derived as follows,

d = \/(rcosei — Ax)? + (rsing; — A,)2. (20) 7=-064sing  (-90°<p<90°). (24)
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Therefore, by applying Eq. (24) to Eq. (11), sound image Center Position

. . . . - . Acoustically
direction¢’ is predicted as follows, 3

S/. Transparent Curtain

PR | TE ) R o
=sin"| - — |, 25 5
o =si(- 56 (25) 3 o
where the range of predicted directions-80°<¢’<90°. If ol 10, 75‘;
562 < —1and-g§; > 1, the predicted direction i¢’ = \ s ob _20
-90° and 90. DN/& 100

3.6 Precedenceffect Codficient

. . V30 N ~150
Listening Area /&
A0 d=4
2 \)«7\)‘0 - m
= 2
D,
U‘GG

Effective ITDstg in Eq. (25) were calculated from param- Scale for Answers

eters obtained in section 3.4 (tj;, andD;y,), section 3.3t Front Position _ Acoustically
andtir), section 3.44,_ andag), and precedencefect co- s/ Transparent Curtain
efficient (9;). Djs was the directivity of the omnidirectional S S
loudspeakersly;s = 1) [14].

pi in Eq. (6) was calculated froy andt/ (= d’/c) ob-
tained in section 3.1. The value afin Eq. (6) was set
according to following equation,

B [ Zg(¢" — ¢0)?
@ = argmin\[ e ek (26)

where¢’ andgg are the predicted results of the localization EC Scale for Answers
model and the localized results of the listening tests [6],
[7] in the presented directiop. L(= 7), S(= 2), C(= 5),

andK (= 4) are the total number of presented directions, dry
sources, conditions related to the number of channel signals, Behind Position
and listening positions in the listening tests. As a resullt,
was set to 25x10°. In the lower limit time of the prece-

Fig.4 Environment in listening test (Center and front positions) [7].

dence fect (between 0.63 ms and 1 ms [4]), the valugof X 3m o
is between 0.0052 and 0.0366 according to following calcu- oD . 28'.00
lations, % S-S
- B SneLai)
pi = exp(5.25x10°x(~1x107%)} = 0.0052 75 S §’8
(t +t — tmin = 1Ms) @ ~* 12,00
P = exp(5.25x10°x(~0.63x10°3)} = 0.0366 4m
(ti + ti/ = tmin = 0.63 ms) Scale for Answers
We think that the reduction of the contribution to the direc- Lateral Position _ _ Acoustically

tional perception by the precedendéeet codlicient p; is Transparent Curtain

adequately expressed.
4. Comparison with Listening Test

To evaluate the féectiveness of the proposed model de-
scribed in Section 3, the results predicted by the proposed
model were compared with the localized results of the lis-
tening tests [6], [7].

o2
S A
Listening Area /o
QX700
3 \J\OJ‘o

Scale for Answers

4.1 Listening Test Procedure [6],[7]
Fig.5 Environment in listening test (Behind and lateral positions) [7].

The listening test was done in a low-reverberation room with

a reverberation time of about 80 ms. Twenty-three loud-

speakers (Emic: Soundevice) were placed at the front of theFigs. 4 and 5. The gray circles indicate sound images re-

listening area, which was a circle with a radius of two me- produced by the loudspeaker array. The sound played from

ters, and four listening positions were placed as shown inloudspeakers was synthesized by Eq. (14). The sampling
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(a) Control Condition (b) 8 Channel Signals Subjective Assessment

Session 1 | Session 2
Order...Randomized (White Noise or Speech)

gSession
Practice Main (308 trials)
Qltrials) | (77) 1 (7D 1 3D i (77

 Trial (Procedure) Tl

Stimulus

(1s) Answer (4 s)

Fig.7  Flowchart of listening test [7].

Table 1  Trial conditions for listening tests [7].

Element Note

Practice | =7 directions
(21) x(1 condition | (f) of Fig. 6

x 2 distances | 3,4 m

+ control) (a) of Fig. 6

Main =7 directions

(308) X(5 conditions | (b)—(f) of Fig. 6

x 2 distances | 3,4 m

+ control) (a) of Fig. 6

X 4 repetitions

deenter= —15,-10,-5,0,5, 10, 15°,

Fig.6 Experimental conditions (number of channel signals in listening dfont = —19.9,-13,3,-6.7,0,6.7,133,19.9°,
test) (Center position). Ppening= —12.0, —8.0,-4.0,0,4.0,8.0,12.0°,
Plateral = —14.0,-9.3,-4.4,0.5,5.6,10.8, 16.1°,

(29)

frequency of the sound is 48 kHz. Since the channel S|gnalswhere¢ceme|:0’ 5, 10, 15, 20, 25, 30in the lateral posi-

at the back of the listening area always become zero Whention. In conditions (b)—(f), channel signals were played from

sound images are placed at the front of the listening area, ng’hree, five, seven, eleven, and fifteen loudspeakers choser

loudspeakers were placed at the back of the area. The lev rom twenty-three loudspeakers. A zero signal was assigned

of background room noise was 25.0 dB(A), and the sound .
to the loudspeakers that were not chosen. Subjects reportec
pressure level was set at about 70 dB(A) at the center of the,~ . . . : -
. . feeling that there are synthetic sound images in the positions
circle. The subjects were unable to see the loudspeakers be-

cause they were hidden behind an acoustically transparen?CCUp'eq by the gray circles, as shown in Fig. 6.
curtain Subjects were twelve students (ten males and two fe-
The five conditions, which correspond to the number males). Three subjects were placed in each listening posi-

of channel signals, are shown in Fig. 6. The loudspeak- tion. The experimental design of the listening test is shown

. S n Fig. 7. The test was divided into two sessions for each
ers drawn in gray indicate loudspeakers that are not place . .
) A . dry source (white noise and speech). The order of presen-
according to the directivity of microphones. In the control

condition (a), the sound source itself was presented to Sub_tatlon of the dry sources was randomized for each subject.

. ; In each session, after 21 practice trials, 308 main trials were
jects by playing a dry source from one loudspeaker selected

: . done. Rest periods were allowed after every 77 main trials.
from a group of seven. Since the azimuth angle of the sound o . T .
o i . . The conditions for the practice and main trials are shown in
source varies in the control condition when the listening po-

o " . Table 1. The subject was instructed to report the direction
sition is not the center position, the value of the azimuth S . .
of the sound within four seconds after listening to a one-

angle is calculated based on the listening position, as Shownsecond stimulus. Subjects reported the direction on a scale

in Eq. (28), that was placed one meter in front of the listening position,
_4[ ISiNpcenter— A, as shown in Figs. 4 and 5. This scale is marked fron ta85
Pfrontbehindlateral = tan “305¢——A ) (28) 25 at 2.5 intervals. The subjects can turn their heads freely
center 7x during listening tests.
wheredeenter Pironts Pbehind @Nd dateral iS the azimuth angle Localized results in the control condition are shown in

of the sound source in the center, front, behind, and lateralFig. 8. In all listening positions, perceived directions are
positions. In this test, the values of the azimuth angle areabout the same as presented directions. The mean squar
denoted as follows, error between presented and perceived directions is 1.817
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s Center Position i Front Position Distance =3 m Distance =4 m
Zén 30 30 s Center Position i Center Position
i %(5) o) %g & i § 30 < Conventional Model] 30 [ Conventional Model|
5 lg 12 P é’“ %(5) f\‘ProposedModel ] %8 —Proposed Model ]
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s Behind Position i Lateral Position 0540 5 0 5 10 15 20 -20-15-10 5 0 5 10 15 20
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2 %g %(5) o 8 %0 - Conventional Model] %0 - Conventional Model]
_§ 12 & lg é“ 2(5) fProposcd Model ] 28 N —Proposed Model ]
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200 i R 0
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230 4 Speech 30 4 Speech 2 5(5) [ . . %8 [ . j
&35 i 35 e ‘5 55 [ O White Noise 55 [ © White Noise
20 -15-10 -5 0 5 10 15 20 20 -15-10 -5 0 5 10 15 20 £ -30 [ “ Speech : -30 | # Speech
Presented Direction [degrees] Presented Direction [degrees] & ’35720 150 5 0 5 ] 10 15 20’35720 4510 5 0 5 10 15 20
Fig.8 Results of listening test (Control condition). = 35 Behind Position 35 Behind Position
8 30 - Conventional Model /‘3’ 30 - Conventional Model
é” %(5) [—Proposed Model / %g :meposed Model {
=13 13 e 4
. L. . . s 10 [ 1o 7
Thus, we think that it is possible to compare the predicted £ 5| P e v s S Pl B
results of the proposed model with the localized results of 5 3 [/ o Ff :
. . . . 9 -15 H 15 b4
the listening test because the subjects can accurately localize = -2 4 O White Noise | 32 i © White Noise
the direction of sound sources. ERH T sl
20-15-10 -5 0 5 10 15 20 -20-15-10 -5 0 5 10 15 20
. Lateral Position Lateral Position
4.2 Comparison of Results Al e T e ———
© 30 [~ Conventional Model 30 [ Conventional Model "/
&P %(5) [—Proposed Model /f 4 %(5) L— Proposed Model AV
. . . . =15 15 o ;
The localized direction of the proposed model was predicted 5 10 ¢ /,x 10 7 .
as shown in Eq. (25). The presented directjowas from 2 4 4 o
. . . . -10 -10
-20° to 20°. The localized direction of the conventional ERS 18 1
| R E :22 O White Noise | :2(5) O White Noise |
model was also predicted. In the conventional model, as & 3 . aSpeech |3 & Speech ]
. . , . S 35 i i i 35 i i i
in Kurozumi et al.'s model [12]¢ = 0 andp; = 1in Eq. (6). F 200510 5 0 5 10 15 20 20415410 5 0 5 10 15 20
The predicted directio@’ Of the ConVentionaI model Presented Direction [degrees] Presented Direction [degrees]

and the proposed model and the perceived direction of theFig.9 Results of listening test and localization model (8 channel sig-
listening test are shown in Figs. 9-13. When there were nals).
8, 12, and 18 channel signals, the perceived direction was
not the same as the presented direction. This is due to the
increase in the precedenceet [6], [7]. in the presented directiafy L(= 7) andS(= 2) are the total
Since the precedencéect is notintroduced inthe con-  number of presented directions and dry sources. The re-
ventional model, the predicted direction of sound images sults of the MSEs calculated in each model (conventional
differs greatly from the perceived direction when the per- and proposed) and each source distance (3, 4 m) are showr
ceived direction is biased and the listening position is the in Fig. 14. The MSEs in the conventional model are large
lateral position. However, since the preceden@ectis in-  on the whole. This is especially when the MSEs are more
troduced in the proposed model, the predicted direction ofthan 10 and when there are eight channel signals and the
sound images is about the same as the perceived directionjstening position is the lateral position. In contrast, there
even if the perceived direction is biased and the listening po-are fewer MSEs in the proposed model than in the conven-
sition is the lateral position. This shows that the precedencetional model when there are eight channel signals and the
effect must be used in the localization model for the local- listening position is the lateral position. The MSEs in the
ized direction in the sound field reproduction system basedproposed model are less thah Since this value is greater
on wave field synthesis to be accurately predicted. than that of the dference limen of a broadband noise source
For our quantitative evaluation, mean square errorsin the front direction (about°34]), the accuracy of the pro-
(MSEs) between the perceived direction and the predictedposed model is not adequate from the point of view of the

direction were calculated as shown in Eq. (30), auditory system. However, this value is less than that of the
difference limen in the front direction in the ventriloquism
Ys(d" = ¢o)? effect (at least 171[16]), meaning that the proposed model is

MSE [degreesk TIxs (30) can accurately predict the localized results of listening tests,

thereby reducing the cost of listening tests in the construc-
where¢’ andg¢g are the predicted and perceived directions tion of an audio-visual virtual reality system.
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Fig.10 Results of listening test and localization model (12 channel sig- Fig.11
nals). nals).

Results of listening test and localization model (18 channel sig-
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We proposed a localization model of synthesized sound im-
ages that predicts the results of listening tests. This model
will reduce the costs of listening tests in sound field re-
production based on wave field synthesis. In the proposedzeserences
model, the precedenc&ect is introduced and the direction
of synthesized sound images is predicted based on inter-
aural time dfferences. Our comparison of the predicted re-
sults of the proposed model and the localized results of the
listening test shows that the proposed model can accurately
predict the localized results of listening tests.

Since the model proposed in this paper is based on the
inter-aural time dierence, the predicted direction is lim-
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