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ABSTRACT
Three-dimensional sound field reproduction using directional microphones and wave field synthesis can be
used to synthesize wave fronts in a listening area using directional microphones and loudspeakers placed
at the boundary of the area; the position of the loudspeakers is the same as that of microphones in this
technique. Thus, it is very difficult to construct an audio-visual virtual reality system using this technique
because the screen or display of the visual system cannot be placed at the position of loudspeakers. In order to
reproduce the 3D sound field of the listening area even when the loudspeakers are not placed at the boundary
of the area, this paper proposes a 3D sound field reproduction system using directional microphones and
boundary surface control. Results of a computer simulation show that the proposed system can reproduce
the 3D sound field in the listening area more accurately than the conventional system.

1. INTRODUCTION

Three-dimensional sound field reproduction techniques
that could be used in auditory display systems were re-
cently investigated. If these techniques are practically
applied, people in different places can experience tele-
conferencing as though they are in the same conference
room (teleconferencing system) or they can play mu-
sic as though they are in the same concert hall (tele-
ensemble system). Since these systems facilitate more
realistic experiences than conventional auditory display
systems (telephones and 5.1 ch audio systems), in gen-
eral, telecommunication will be more realistic and popu-
lar if these systems are used.

Wave field synthesis [1, 2, 3] is a 3D sound field repro-
duction technique that synthesizes wave fronts on the ba-
sis of Huygens’ principle. In this technique, the original
sound in a control area is captured using a microphone
array and it is then reproduced in a listening area using
a loudspeaker array. The arrays are placed at the bound-
aries of their respective areas. The positions of the micro-
phones and the loudspeakers are identical in their respec-
tive areas. In this technique, information on the position

of listeners and the direction faced by them in the lis-
tening area is not required; in contrast, this information
is required in other sound field reproduction techniques
such as binaural [4] and transaural [5] techniques.

The mathematical description of Huygens’ principle is
as follows: sound pressures in a listening area can be
accurately reproduced if sound pressures and their gra-
dients on the boundary surface are controlled using the
Kirchhoff-Helmholtz integral equation [6]. If there are
sound sources outside a space V and r denotes the po-
sition vector inside the space as shown on the left side
in Fig. 1, P(r,ω) (the sound pressure at r) can be ex-
pressed using the Kirchhoff-Helmholtz integral equation
as follows:

P(r,ω) =
∮

S

{
∂P(rS ,ω)
∂nS

G(rS |r,ω)

−P(rS ,ω)
∂G(rS |r,ω)
∂nS

}
dS (r ∈ V), (1)

where S is the continuous boundary surface of V , rS is
the position vector on S , and nS is the normal unit vec-
tor directed toward the outside of V at rS . G(rS |r,ω)(=
exp(− jk|rS −r|)

4π|rS −r| ) corresponds to the acoustic transfer func-
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Fig. 1: Coordinates used in the Kirchhoff-Helmholtz in-
tegral equation.

tion from rS to r. Note that k(= ω/c) is the wave num-
ber, and c is the sound velocity. Eq. (1) shows that the
sound pressure in V can be reproduced if sound pres-
sures P(rS ,ω) and their gradients ∂P(rS ,ω)/∂nS at rS
are recorded in the original sound field and monopole
sound sources with an amplitude ∂P(rS ,ω)/∂nS and
dipole sound sources with an amplitude −P(rS ,ω) are
played at rS in the reproduced sound field.

In order to develop a sound field reproduction system,
S must be discretized since the monopole and dipole
sources are not placed continuously along S . As shown
on the right side in Fig. 1, if ri is the position vector of
S i (the ith element of a discrete boundary surface) and if
P(ri,ω) (the sound pressure at ri) and ∂P(ri,ω)/∂ni (the
sound pressure gradient at ri) are constant for S i, Eq. (1)
can be rewritten as follows:

P(r,ω) =
M∑

i=1

{
∂P(ri,ω)
∂ni

G(ri|r,ω)

−P(ri,ω)
∂G(ri|r,ω)
∂ni

}
∆S i (r ∈ V), (2)

where M is the total number of elements in the dis-
crete boundary surface, ∆S i is the area of S i, and ni
is the normal unit vector directed toward the outside
of the discrete boundary surface at ri. Eq. (2) shows
that the sound pressure in V can be reproduced if sound
pressures P(ri,ω) and their gradients ∂P(ri,ω)/∂ni at
M points are recorded in the original sound field and
monopole sound sources with an amplitude ∂P(ri,ω)/∂ni
and dipole sound sources with an amplitude −P(ri,ω) are
played at M points in the reproduced sound field.

From a practical point of view, it is very difficult to
realize sound field reproduction systems based on Eq.

(2) because the monopole sound source and the dipole
sound source cannot be placed at identical positions cor-
responding to the M points in the reproduced sound field.
On the other hand, if approximations are introduced in
Eq. (2), the following equation (known as the Fresnel-
Kirchhoff diffraction formula [7]) can be derived:

P(r,ω) = jk
M∑

i=1

P(ri,ω)G(ri|r,ω)

(cosθi− cosθi0)∆S i (r ∈ V), (3)

where cosθi(=
ni·(ri−r)
|ni ||ri−r| ) denotes the cosine of the angle

between the vector ni and the vector ri − r and cosθi0(=
ni·(ri−r0)
|ni ||ri−r0 | ) represents the cosine of the angle between the
vector ni and the vector ri − r0; r0 denote the position
vectors of the sound sources. Further, since the direction
of the vector ri−r is almost the same as that of the vector
ni, we can use the approximation cosθi ≈ 1. Thus, Eq. (3)
can also be written as

P(r,ω) = jk
M∑

i=1

Dm(r0|ri)P(ri,ω)G(ri|r,ω)∆S i

(r ∈ V), (4)

where Dm(r0|ri)(= 1 − cosθi0) corresponds to the di-
rectivities of the microphones placed at ri. Eq. (4)
shows that the sound pressure in V can be repro-
duced if the sound pressures P(ri,ω) at the M points
are recorded by directional microphones in the original
sound field and monopole sound sources with an ampli-
tude jkDm(r0|ri)P(ri,ω) are played at M points in the re-
produced sound field. Since the sound pressure gradients
can be controlled by the directivity of the microphones,
only M microphones and loudspeakers are required to
control sound pressures on the boundary surface in the
system based on Eq. (4); in contrast, 2M microphones
and loudspeakers are needed to control both sound pres-
sures and their gradients on the boundary surface in the
system based on Eq. (2).

Sound field reproduction systems, in which the micro-
phones and loudspeakers are placed in a line or on a plane
and sound pressures on the boundary are controlled, have
been proposed [1, 2]. In such a system, the sound field
in front of the listeners’ position in the original area is
presented to the listeners by playing the recording sound
through the loudspeakers placed in front of the listen-
ers; this leads to the listeners perceiving the original
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Fig. 2: Conventional 3D sound field reproduction sys-
tem; the system involves the use of directional micro-
phones and wave field synthesis.

frontal sound field. However, in the case of sound ar-
riving from all directions, the original spatial sound field
cannot be reproduced using this system. On the other
hand, as shown in Fig. 2, a sound field reproduction sys-
tem in which directional microphones and loudspeakers
are placed around the listeners according to Eq. (4) to
reproduce the original spatial sound field has been pro-
posed, and the conditions under which wave fronts are
accurately reproduced have been investigated [3].

In the conventional system shown in Fig. 2, the loud-
speakers are placed on the boundary surface of the lis-
tening area. Thus, when visual systems are introduced
in the same listening area for an audio-visual presenta-
tion, the screen or display of the visual system should
be placed on or outside the boundary surface, as shown
in the lower side of Fig. 2. However, the screen or dis-
play cannot be placed on the boundary surface, and the
loudspeakers obstruct the audiences’ field of view if the
screen or display is placed outside the boundary surface.
Thus, in order to solve these problems, it is necessary to
develop a technique that does not require the positioning
of loudspeakers on the boundary surface of the listening
area for reproducing the 3D sound field.

Sound

Source
r

r'l r0

Discrete

Surface

S'l

SpaceV'

SpaceV

ri

Discrete

Surface

Si

Fig. 3: Coordinates in the mathematical derivation of the
principle of the proposed system.

In this study, a novel 3D sound field reproduction system
based on directional microphones and boundary surface
control [8] is proposed to reproduce the 3D sound field
in the listening area without requiring loudspeakers to be
placed at the boundary of the area. In Section 2, the theo-
retical basis of the proposed system is discussed. The 3D
sound field in the listening area can be accurately repro-
duced by carrying out inverse filtering based on acoustic
transfer functions, even when the loudspeakers are not
placed at the boundary of the listening area. In Sec-
tion 3, to evaluate the validity of the proposed system,
a computer simulation of the implementation of the pro-
posed system in a listening room is performed and the 3D
sound field reproduced in the simulation is numerically
analyzed.

2. THEORETICAL STUDY

First, the theoretical basis of the proposed system is pre-
sented. The 3D sound field in the listening area can be
accurately reproduced by introducing a inverse filtering
to Eq. (4), even when loudspeakers are not placed at the
boundary of the listening area.

As shown in Fig. 3, a space V′ is considered outside the
space V (i.e., V ∈ V′). Let S ′l (l= 1...N) be the lth discrete
boundary surface of V′. r′l and N are the position vector
and total number of discrete surfaces, respectively. To re-
produce the 3D sound field in V′, the following equation,
derived from Eq. (4), is used:

P(r,ω) = jk
N∑

l=1

Dm(r0|r′l )P(r′l ,ω)G(r′l |r,ω)∆S ′l

(r ∈ V ′), (5)
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where ∆S ′l is the area of S ′l . Since ri is always in V′, the
following equation can be derived from Eq. (5):

P(ri,ω) = jk
N∑

l=1

Dm(r0|r′l )P(r′l ,ω)G(r′l |ri,ω)∆S ′l

(ri ∈ V ′). (6)

On the other hand, if the 3D sound field in which there
are point sources at r′l is reproduced in V , the following
equation can be derived using Eq. (4):

P(r,ω) = jk
M∑

i=1

Dm(r′l |ri)P(ri,ω)G(ri|r,ω)∆S i

(r ∈ V). (7)

If Eq. (6) is substituted in Eq. (7), the following equation
is obtained:

P(r,ω) = jk
N∑

l=1

Dm(r0|r′l )P(r′l ,ω)

{
jk

M∑
i=1

Dm(r′l |ri)G(r′l |ri,ω)G(ri|r,ω)

∆S i

}
∆S ′l (r ∈ V,ri ∈ V ′). (8)

Thus, by comparing Eq. (8) with Eq. (5), the following
equation is derived:

G(r′l |r,ω) = jk
M∑

i=1

Dm(r′l |ri)G(r′l |ri,ω)

G(ri|r,ω)∆S i (r ∈ V,ri ∈ V′). (9)

The following scheme is considered: the sound is
recorded by M directional microphones placed at ri, the
recorded signals are processed by M-input N-output fil-
ters, and the filtered signals are played by the N loud-
speakers placed at r′l . If all the M recorded signals are de-
noted as Dm(r0|ri)P(ri,ω), the N filtered signals P′(r′l ,ω)
(l = 1...N) are expressed as follows:

P′(r′l ,ω) =
M∑

i=1

Hli(ω)Dm(r0|ri)P(ri,ω), (10)

where Hli(ω) are the coefficients of the M-input N-output
filters. Thus, the reproduced 3D sound field P′(r,ω) is
written as

P′(r,ω) =
N∑

l=1

P′(r′l ,ω)G(r′l |r,ω)∆S ′l

=

M∑
i=1

Dm(r0|ri)P(ri,ω)

{ N∑
l=1

Hli(ω)G(r′l |r,ω)∆S ′l

}
. (11)

If Eq. (9) is substituted in Eq. (11), the following equa-
tion is obtained:

P′(r,ω) = jk
M∑

i=1

Dm(r0|ri)P(ri,ω)

[ M∑
n=1

G(rn|r,ω)
{ N∑

l=1

Hli(ω)

Dm(r′l |rn)G(r′l |rn,ω)∆S ′l

}
∆S n

]
. (12)

If the M-input N-output filters are defined as

N∑
l=1

Hli(ω)Dm(r′l |rn)G(r′l |rn,ω)∆S ′l =

1 n = i
0 n , i

, (13)

the 3D sound field is reproduced in V; this is indicated
by the following equation derived from Eq. (12):

P′(r,ω) = jk
M∑

i=1

Dm(r0|ri)P(ri,ω)G(ri|r,ω)∆S i

= P(r,ω) (r ∈ V,ri ∈ V ′). (14)

Thus, if the recorded signals are processed by the filters
defined as in Eq. (13), the 3D sound field can be repro-
duced in the listening area even if the loudspeakers are
placed at the position (r′l ), which is not the same as the
recorded position (ri). Since ri and r′l are points on the
boundary surfaces S and S ′, respectively, it is necessary
for the loudspeakers to be placed on the boundary sur-
face (S ′) which envelops the boundary surface used for
recording (S ).

Let the matrix form of Eq. (13) be denoted as follows:

G(ω)H(ω) = I (15)

G(ω) =


Dm11G11 . . . DmN1GN1
...

. . .
...

Dm1MG1M . . . DmNMGNM

 (16)

H(ω) =


H11(ω) . . . H1M(ω)
...

. . .
...

HN1(ω) . . . HNM(ω)

 (17)
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Fig. 4: Proposed 3D sound field reproduction system
based on directional microphones and boundary surface
control.

I =


1 . . . 0
...
. . .

...
0 . . . 1

 , (18)

where DmliGli denotes Dm(r′l |ri)G(r′l |ri,ω)∆S ′l . Thus, the
filters H(ω) are calculated according to the following
equation:

H(ω) =G+(ω), (19)

where G+(ω) is the Moore-Penrose pseudo inverse ma-
trix of G(ω). Since G(ω) is the matrix consisting of the
acoustic transfer functions from r′l to ri, the calculated
filters H(ω) are inverse filters of the acoustic transfer
functions.

The diagram of the proposed 3D sound field reproduction
system based on directional microphones and boundary

surface control is shown in Fig. 4. First, in the orig-
inal sound field, M directional microphones are placed
at the points ri on the boundary surface of the control
area and the sound Dm(r0|ri)P(ri,ω) is recorded. The di-
rectional microphones are then directed toward the out-
side of the control area. Second, in the reproduced sound
field, M directional microphones are placed at the points
ri on the boundary surface of the listening area, and N
loudspeakers are placed at the points r′l on a boundary
surface enveloping the listening area. The position and
direction of the M directional microphones are the same
as those of the microphones during recording. Third, the
acoustic transfer functions from the N loudspeakers to
the M directional microphones Dm(r′l |ri)G(r′l |ri,ω)∆S ′l
are measured, and the inverse filters Hli(ω) are calculated
from the measured acoustic transfer functions. Finally,
the recorded signals are filtered by the inverse filters, and
the filtered signals P′(r′l ,ω) are played by the N loud-
speakers. As a result, since the 3D sound field is repro-
duced in the listening area, listeners feel as if they are
listening to the sound in the original sound field. Since
it is not necessary for the directional microphones to be
placed in the reproduced sound field when the sound is
played, it is possible to construct an audio-visual system
in which the screen or display of the visual system is
placed on or outside the boundary surface of the listen-
ing area. Since the sound pressure at ri is the same as
the recorded sound Dm(r0|ri)P(ri,ω) in the reproduced
sound field, the sound sources can be placed at arbitrary
positions outside the control area. Thus, if the sound
sources are placed outside the control area and within
the loudspeaker array, listeners can be made to feel as if
there are sound images before the loudspeaker array.

When the 3D sound field reproduction system is con-
structed in a real environment, since the acoustic transfer
functions include an initial delay, filters that do not sat-
isfy the causality are obtained if the inverse filters are
calculated using Eq. (19). In order to obtain the filters
satisfying the causality, the inverse filters are calculated
using the following equations:

H(ω) =G+(ω)I(ω) (20)

I(ω) =


e− jωT . . . 0
...

. . .
...

0 . . . e− jωT

 , (21)

where T is the delay time required for the calculation of
the inverse filters satisfying the causality. The total delay
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of the system is T and the reproduced 3D sound field can
be expressed as follows:

P′(r,ω) = e− jωT jk
M∑

i=1

Dm(r0|ri)P(ri,ω)

G(ri|r,ω)∆S i

= e− jωT P(r,ω) (r ∈ V,ri ∈ V′). (22)

3. NUMERICAL ANALYSIS

3.1. Simulation Environment

The original sound field was formed in free space where
there were no reflection sounds. The control area in the
original sound field was a square prism with dimensions
of 2 m (width) × 2 m (depth) × 1 m (height). The di-
rectional microphone array was placed on the surface of
the square prism. The reproduced sound field was con-
sidered to be formed in free space in order to simplify
the computer simulation. The listening area in the repro-
duced sound field corresponded to the area occupied by
the square prism, whose size was the same as that of the
control area. Further, another square prism with dimen-
sions of 4 m (width) × 4 m (depth) × 2 m (height) was
set outside the listening area. The loudspeaker array was
placed on the surface of this square prism.

The directional microphone array in the original sound
field and the loudspeaker array in the reproduced sound
field are shown in Fig. 5. The gray shaded area in the re-
produced sound field in Fig. 5 denotes the listening area.
As shown in Fig. 5, directional microphones were placed
on six planes of the square prism, with a lattice spacing
of ∆rm, and they were directed toward the outside of the
control area. Loudspeakers were placed on six planes
of the other square prism, with a lattice spacing of ∆rs.
The origin of the three-dimensional coordinates was the
center of the control and listening areas.

The sound source signal s(t) was a sinusoidal signal with
frequency f and amplitude A (i.e., s(t)= Asin2π f t). Let r
be the position vector of an arbitrary point in the control
area. Then, po(r, t) (the sound pressure at r in the original
sound field) is denoted as follows:

po(r, t) =
1
|r−r0|

s
(
t− |r−r0|

c

)

Original Sound Field Reproduced Sound Field

x

y

0

x

y
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Fig. 5: Directional microphone array in the original
sound field and loudspeaker array in the reproduced
sound field in the computer simulation.

=
A
|r−r0|

sin
{
2π f
(
t− |r−r0|

c

)}
, (23)

where r0 is the position vector of the sound source and c
is the sound velocity.

The 3D sound field is reproduced by the proposed system
according to the following steps. First, xi(t) (i = 1...M)
(the signal recorded by the ith directional microphone at
ri) is expressed as follows:

xi(t) =
Dm(r0|ri)
|ri−r0|

s
(
t− |ri−r0|

c

)
=

Dm(r0|ri)A
|ri−r0|

sin
{
2π f
(
t− |ri−r0|

c

)}
, (24)

where Dm(r0|ri) and ri are the directivity and the po-
sition vector of the ith directional microphone, respec-
tively. Note that M is the total number of directional mi-
crophones. Second, yl(t) (l = 1...N) (the signal obtained
by filtering the recorded signal using the inverse filter) is
denoted as

yl(t) =
M∑

i=1

Ξlixi

(
t− Θli

2π f

)
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=

M∑
i=1

ΞliDm(r0|ri)A
|ri−r0|

sin
{
2π f
(
t− |ri−r0|

c

)
−Θli

}
, (25)

where Ξli(=|Hli(ω)|) and Θli(= argHli(ω)) denote the ab-
solute value and the angle of the inverse filters. Since a
sinusoidal signal is used as the sound source signal, Ξli
and Θli can be regarded as constants that do not depend
on ω in this computer simulation. Since the time length
of s(t) is infinite and since it is not necessary to calculate
inverse filters satisfying the causality, the inverse filters
are obtained using Eq. (19) in this computer simulation.
Finally, pp(r, t) (the sound pressure at r in the reproduced
sound field) is expressed using the played signal (yl(t))
by the N loudspeakers placed at r′l as follows:

pp(r, t) =
N∑

l=1

1
|r−r′l |

yi

(
t−
|r−r′l |

c

)

=

N∑
l=1

M∑
i=1

ΞliDm(r0|ri)A
|r−r′l ||ri−r0|

sin
{
2π f
(
t−
|r−r′l |+|ri−r0|

c

)
−Θli

}
. (26)

The parametric conditions are listed in Table 1. The mi-
crophone interval is 16.67 cm, which is less than half the
wavelength of 1000-Hz sound waves (= 340m

1000Hz=34cm).
Thus, the spatial sampling theorem that pertains to the re-
production of wave fronts of sound waves with frequen-
cies below 1000 Hz is satisfied.

r0, r, ri, and r′l were defined in three-dimensional coor-
dinates as follows:

r0 = du (27)

r =
(
rx ry ry

)T
(|rx|, |ry| < 2, |rz| < 1) (28)

ri =




rmx
2 (−1)i

∆rmR( i
2 ,

rmy
∆rm

)+ ∆rm−rmy
2

∆rmQ( i
2 ,

rmy
∆rm

)+ ∆rm−rmz
2

 (i = 1∼144)


∆rmR( i−144

2 ,
rmx
∆rm

)+ ∆rm−rmx
2

rmy
2 (−1)i−144

∆rmQ( i−144
2 ,

rmx
∆rm

)+ ∆rm−rmz
2

 (i = 145∼288)


∆rmR( i−288

2 ,
rmx
∆rm

)+ ∆rm−rmx
2

∆rmQ( i−288
2 ,

rmx
∆rm

)+ ∆rm−rmy
2

rmz
2 (−1)i−288

 (i = 289∼576)

(29)

Table 1: Parametric conditions used in the computer
simulation.

Amplitude (A) 1

Frequency ( f )
63, 125, 250,
500, 1000 Hz

Distance (d) 2, 10, 50 m

Direction vector (u)
(1,0,0)T

( 1√
2
, 1√

2
,0)T

( 2
3 ,

2
3 ,

1
3 )T

Sound velocity (c) 340 m/s
Microphone number (M) 576

Microphone interval (∆rm) 0.1667 m
Microphone directivity

(Dm(r0|ri))
Shotgun

Microphone array size
(rmx,rmy,rmz)

2×2×1 m

Loudspeaker number (N) 2304
Loudspeaker interval (∆rs) 0.1667 m

Loudspeaker array size
(rsx,rsy,rsz)

4×4×2 m

r′l =




rsx
2 (−1)l

∆rsR( l
2 ,

rsy
∆rs

)+ ∆rs−rsy
2

∆rsQ( l
2 ,

rsy
∆rs

)+ ∆rs−rsz
2

 (l = 1∼576)


∆rsR( l−576

2 ,
rsx
∆rs

)+ ∆rs−rsx
2

rsy
2 (−1)l−576

∆rsQ( l−576
2 ,

rsx
∆rs

)+ ∆rs−rsz
2

 (l = 577∼1152)


∆rsR( l−1152

2 , rsx
∆rs

)+ ∆rs−rsx
2

∆rsQ( l−1152
2 , rsx

∆rs
)+ ∆rs−rsy

2
rsz
2 (−1)l−1152

 (l = 1153∼2304)

,

(30)

where Q(u, v) and R(u, v) denote the quotient and remain-
der when u is divided by v.

Dm(r0|ri) (directivity of the ith directional microphone)
is the shotgun directivity, using which wave fronts have
been accurately reproduced in a past study [3], defined
as follows:

Dm(r0|ri) =

cosθim (|θim| ≤ 90◦)
0 (|θim| > 90◦)

, (31)

where cosθim(= (r0−ri)·nim
|r0−ri ||nim | ) is the cosine of the angle be-

tween the vector r0 − ri and the vector nim, and nim (the
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directional vector of the ith directional microphone) is
defined as follows:

nim =


(
(−1)i 0 0

)T
(i = 1∼144)(

0 (−1)i−144 0
)T

(i = 145∼288)(
0 0 (−1)i−288

)T
(i = 289∼576)

. (32)

On the other hand, in the case of the conventional 3D
sound field reproduction system based on Eq. (4), since
the 3D sound field is reproduced by playing the recorded
sound from the M loudspeakers placed at ri in the repro-
duced sound field, pc(r, t) (the sound pressure at r in the
reproduced sound field) is denoted as follows:

pc(r, t) =
M∑

i=1

Dm(r0|ri)A
|r−ri||ri−r0|

sin
{
2π f
(
t− |r−ri|+|ri−r0|

c

)}
. (33)

3.2. Simulation Result

Wave fronts of the original sound field, synthesized wave
fronts, and the differences between them at t = 0 s and
f = 500 Hz are shown in Figs. 6-8. In these figures,
only the XY plane (z = 0), XZ plane (y = 0), and YZ
plane (x = 0) in the space surrounded by the loudspeaker
array (4 m × 4 m × 2 m) are plotted, and the dashed
lines denote the boundary of the listening area (2 m ×
2 m × 1 m) surrounded by the loudspeaker array. In
these figures, absolute values of sound pressures (po(r, t),
pc(r, t), pp(r, t)) and the differences (pc(r, t) − po(r, t),
pp(r, t)− po(r, t)) are plotted; color bars are shown on the
right side of the figures. The wave fronts in the listen-
ing area are accurately synthesized if the differences are
white. Note that the differences are calculated after nor-
malizing the sound pressures (po(r, t), pc(r, t), pp(r, t)) in
a space with dimensions of 1 m (width) × 1 m (depth)
× 0.5 m (height) in the listening area (i.e., |rx| < 0.5,
|ry| < 0.5, |rz| < 0.25).

When the conventional system is used, the wave fronts
are not accurately reproduced, as is evident from the dif-
ferences not being white. This is due to the fact that the
acoustic transfer functions from the loudspeakers to the
listening position tend to diverge to infinity since the dis-
tance between the loudspeakers and the listening posi-
tion is short in this computer simulation (e.g., the short-
est distance is 0.5 m if the listening position is at the
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Fig. 6: Wave fronts of the original sound field, syn-
thesized wave fronts, and the differences between them
in the computer simulation (t = 0 s, f = 500 Hz, u =
(1,0,0)T ).

center of the listening area). On the other hand, when
the proposed system is used, the wave fronts are accu-
rately reproduced, as is apparent from the differences be-
ing white. This is due to the fact that the acoustic trans-
fer functions from the loudspeakers to the listening posi-
tion do not diverge to infinity since the distance between
the loudspeakers and the listening position is long when
the loudspeakers are positioned outside the listening area
(e.g., the shortest distance is 1 m if the listening position
is at the center of the listening area). Thus, the proposed
system can reproduce wave fronts more accurately than
the conventional system.

In order to quantitatively evaluate the reproduced sound
field, SNRs (signal-to-noise ratios) were calculated as
follows:

SNR = 10log10

∑
f
∑

r {po(r,0)}2∑
f
∑

r {pc(p)(r,0)− po(r,0)}2
, (34)
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Fig. 7: Wave fronts of the original sound field, syn-
thesized wave fronts, and the differences between them
in the computer simulation (t = 0 s, f = 500 Hz, u =
( 1√

2
, 1√

2
,0)T ).

where the range of r was limited to the space with di-
mensions of 2 m × 2 m × 1 m (i.e., |rx| < 1, |ry| < 1,
|rz| < 0.5). Note that po(r,0), pc(r,0), and pp(r,0) were
normalized in the range described above before calculat-
ing the SNRs.

The SNR values for each system are shown in Fig. 9.
The values for the conventional system are always lesser
than 5 dB for all source distances and directions. On the
other hand, in the proposed system, the SNRs are always
greater than 10 dB and exceed the values for the conven-
tional system by more than 7 dB for all source distances
and directions. It is thus inferred that wave fronts can be
accurately reproduced in the proposed system.

The SNR values for the proposed system are lower than
the SNR value (about 30 dB) obtained in a previous study
on the basis of a boundary surface control technique
[8, 9]. However, while both the sound pressures and their
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Fig. 8: Wave fronts of the original sound field, syn-
thesized wave fronts, and the differences between them
in the computer simulation (t = 0 s, f = 500 Hz, u =
( 2

3 ,
2
3 ,

1
3 )T ).

gradients on the boundary of the control and listening ar-
eas were controlled in the previous study, only the sound
pressures on the boundary of these areas are controlled
in the proposed system. Thus, since the number of mi-
crophones and loudspeakers employed in the proposed
system is half the number used in the previous study, the
calculation amount of inverse filters is lesser than that in
the previous study. From the discussions above, the pro-
posed system is expected to be effective in practice.

4. CONCLUSION

In this study, we proposed a 3D sound field reproduction
system based on directional microphones and the bound-
ary surface control; the system was constructed by using
the inverse filters in the conventional system. The pro-
posed system can reproduce a 3D sound field in a lis-
tening area even if loudspeakers are not placed on the

AES 40TH INTERNATIONAL CONFERENCE, Tokyo, Japan, October 8–10

Page 9 of 10



Kimura 3D Sound Field Reproduction System Based on Directional Microphones and BSC

-5
 0
 5

 10
 15
 20
 25

S
N

R
 [

d
B

]

u = (1,0,0)T

Distance = 2 m
Distance = 10 m
Distance = 50 m

-5
 0
 5

 10
 15
 20
 25

S
N

R
 [

d
B

]

u = (1/sqrt(2),1/sqrt(2),0)T

Distance = 2 m
Distance = 10 m
Distance = 50 m

-5
 0
 5

 10
 15
 20
 25

Conventional Proposed

S
N

R
 [

d
B

]

System

u = (2/3,2/3,1/3)T

Distance = 2 m
Distance = 10 m
Distance = 50 m

Fig. 9: SNRs of the conventional and proposed systems
in the computer simulation.

boundary surface. We performed a computer simulation
in order to numerically analyze the reproduced 3D sound
field. The results of the simulation showed that the pro-
posed system can reproduce wave fronts more accurately
than the conventional system.

In this study, although the computer simulation was per-
formed under conditions where there were no reflected
sounds in the reproduced sound field, there will be re-
flected and reverberant sounds in the reproduced sound
field when the system is constructed in an actual room.
Further, when the screen or display of the visual system
is placed on or outside the boundary surface of the listen-
ing area, the acoustic transfer functions from the loud-
speakers to the directional microphones may vary with
the screen or display. Thus, in a future study, the accu-
racy of the reproduced 3D sound field when the loud-
speaker array and the screen or display are placed in an
actual room should be studied; such a study will con-
tribute to the development of an audio-visual system us-
ing the proposed system.

Although the number of microphones and loudspeak-
ers considered in this computer simulation is 576 and
2304, respectively, so as to satisfy the spatial sampling
theorem, these numbers are too large for a real system;
therefore, it would be difficult to use the result of this
computer simulation for developing a real system. On
the other hand, if the performance of the reproduced 3D

sound field is evaluated by considering the human audi-
tory system, the number of microphones and loudspeak-
ers required to construct a real system can be reduced
[10]. Thus, it is necessary to evaluate the performance
of the constructed system by carrying out listening tests
in order to reduce the number of microphones and loud-
speakers.
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